
See	discussions,	stats,	and	author	profiles	for	this	publication	at:	https://www.researchgate.net/publication/236340361

Smart	recommendation	by	mining	large-scale
GPS	traces

Conference	Paper	·	April	2012

DOI:	10.1109/WCNC.2012.6214371

CITATIONS

3

READS

47

3	authors:

Shiyou	Qian

Shanghai	Jiao	Tong	University

8	PUBLICATIONS			10	CITATIONS			

SEE	PROFILE

Yanmin	Zhu

Shanghai	Jiao	Tong	University

158	PUBLICATIONS			1,356	CITATIONS			

SEE	PROFILE

Minglu	Li

Shanghai	Jiao	Tong	University

520	PUBLICATIONS			3,545	CITATIONS			

SEE	PROFILE

All	in-text	references	underlined	in	blue	are	linked	to	publications	on	ResearchGate,

letting	you	access	and	read	them	immediately.

Available	from:	Minglu	Li

Retrieved	on:	19	September	2016

https://www.researchgate.net/publication/236340361_Smart_recommendation_by_mining_large-scale_GPS_traces?enrichId=rgreq-2fb886a11969d5a7cb1d0701b4e6caf5-XXX&enrichSource=Y292ZXJQYWdlOzIzNjM0MDM2MTtBUzoxMDE2NDAzODAwOTI0MjFAMTQwMTI0NDM2MzU0OA%3D%3D&el=1_x_2
https://www.researchgate.net/publication/236340361_Smart_recommendation_by_mining_large-scale_GPS_traces?enrichId=rgreq-2fb886a11969d5a7cb1d0701b4e6caf5-XXX&enrichSource=Y292ZXJQYWdlOzIzNjM0MDM2MTtBUzoxMDE2NDAzODAwOTI0MjFAMTQwMTI0NDM2MzU0OA%3D%3D&el=1_x_3
https://www.researchgate.net/?enrichId=rgreq-2fb886a11969d5a7cb1d0701b4e6caf5-XXX&enrichSource=Y292ZXJQYWdlOzIzNjM0MDM2MTtBUzoxMDE2NDAzODAwOTI0MjFAMTQwMTI0NDM2MzU0OA%3D%3D&el=1_x_1
https://www.researchgate.net/profile/Shiyou_Qian?enrichId=rgreq-2fb886a11969d5a7cb1d0701b4e6caf5-XXX&enrichSource=Y292ZXJQYWdlOzIzNjM0MDM2MTtBUzoxMDE2NDAzODAwOTI0MjFAMTQwMTI0NDM2MzU0OA%3D%3D&el=1_x_4
https://www.researchgate.net/profile/Shiyou_Qian?enrichId=rgreq-2fb886a11969d5a7cb1d0701b4e6caf5-XXX&enrichSource=Y292ZXJQYWdlOzIzNjM0MDM2MTtBUzoxMDE2NDAzODAwOTI0MjFAMTQwMTI0NDM2MzU0OA%3D%3D&el=1_x_5
https://www.researchgate.net/institution/Shanghai_Jiao_Tong_University?enrichId=rgreq-2fb886a11969d5a7cb1d0701b4e6caf5-XXX&enrichSource=Y292ZXJQYWdlOzIzNjM0MDM2MTtBUzoxMDE2NDAzODAwOTI0MjFAMTQwMTI0NDM2MzU0OA%3D%3D&el=1_x_6
https://www.researchgate.net/profile/Shiyou_Qian?enrichId=rgreq-2fb886a11969d5a7cb1d0701b4e6caf5-XXX&enrichSource=Y292ZXJQYWdlOzIzNjM0MDM2MTtBUzoxMDE2NDAzODAwOTI0MjFAMTQwMTI0NDM2MzU0OA%3D%3D&el=1_x_7
https://www.researchgate.net/profile/Yanmin_Zhu2?enrichId=rgreq-2fb886a11969d5a7cb1d0701b4e6caf5-XXX&enrichSource=Y292ZXJQYWdlOzIzNjM0MDM2MTtBUzoxMDE2NDAzODAwOTI0MjFAMTQwMTI0NDM2MzU0OA%3D%3D&el=1_x_4
https://www.researchgate.net/profile/Yanmin_Zhu2?enrichId=rgreq-2fb886a11969d5a7cb1d0701b4e6caf5-XXX&enrichSource=Y292ZXJQYWdlOzIzNjM0MDM2MTtBUzoxMDE2NDAzODAwOTI0MjFAMTQwMTI0NDM2MzU0OA%3D%3D&el=1_x_5
https://www.researchgate.net/institution/Shanghai_Jiao_Tong_University?enrichId=rgreq-2fb886a11969d5a7cb1d0701b4e6caf5-XXX&enrichSource=Y292ZXJQYWdlOzIzNjM0MDM2MTtBUzoxMDE2NDAzODAwOTI0MjFAMTQwMTI0NDM2MzU0OA%3D%3D&el=1_x_6
https://www.researchgate.net/profile/Yanmin_Zhu2?enrichId=rgreq-2fb886a11969d5a7cb1d0701b4e6caf5-XXX&enrichSource=Y292ZXJQYWdlOzIzNjM0MDM2MTtBUzoxMDE2NDAzODAwOTI0MjFAMTQwMTI0NDM2MzU0OA%3D%3D&el=1_x_7
https://www.researchgate.net/profile/Minglu_Li?enrichId=rgreq-2fb886a11969d5a7cb1d0701b4e6caf5-XXX&enrichSource=Y292ZXJQYWdlOzIzNjM0MDM2MTtBUzoxMDE2NDAzODAwOTI0MjFAMTQwMTI0NDM2MzU0OA%3D%3D&el=1_x_4
https://www.researchgate.net/profile/Minglu_Li?enrichId=rgreq-2fb886a11969d5a7cb1d0701b4e6caf5-XXX&enrichSource=Y292ZXJQYWdlOzIzNjM0MDM2MTtBUzoxMDE2NDAzODAwOTI0MjFAMTQwMTI0NDM2MzU0OA%3D%3D&el=1_x_5
https://www.researchgate.net/institution/Shanghai_Jiao_Tong_University?enrichId=rgreq-2fb886a11969d5a7cb1d0701b4e6caf5-XXX&enrichSource=Y292ZXJQYWdlOzIzNjM0MDM2MTtBUzoxMDE2NDAzODAwOTI0MjFAMTQwMTI0NDM2MzU0OA%3D%3D&el=1_x_6
https://www.researchgate.net/profile/Minglu_Li?enrichId=rgreq-2fb886a11969d5a7cb1d0701b4e6caf5-XXX&enrichSource=Y292ZXJQYWdlOzIzNjM0MDM2MTtBUzoxMDE2NDAzODAwOTI0MjFAMTQwMTI0NDM2MzU0OA%3D%3D&el=1_x_7


Smart Recommendation by Mining Large-scale

GPS Traces

Shiyou Qian, Yanmin ZhuS, and Minglu Li

Shanghai Jiao Tong University; Shanghai Key Lab of Scalable Computing and Systems; S Corresponding Author

{qshiyou, yzhu, mlli}@sjtu.edu.cn

Abstract—Recommending good driving paths is valuable to
taxi drivers for reducing unnecessary waste in fuel and increasing
revenue. Driving only according to personal experience may lead
to poor performance. With the availability of large-scale GPS
traces collected from urban taxis, we have the curiosity about
whether we can discover the hidden knowledge in the trace
data for smart driving recommendation. This paper focuses on
developing a smart recommender system based on mining large-
scale GPS trace datasets from a large number of urban taxis.
However, such the trace datasets are in nature complex, large-
scale, and dynamic, which makes mining the datasets particularly
challenging. We first extract vehicular mobility pattern from the
large-scale GPS trace datasets. Then, the optimal driving process
is modeled as a Markov Decision Process (MDP). Solving the
MDP problem results in the optimal driving strategy that gives
smart recommendation for taxi drivers. In essence, the most
rewarding driving paths can be derived in the long run. We
have conducted extensive trace driven simulations and conclusive
results show that our recommendation algorithm can successfully
find good driving paths and outperforms other alternative algo-
rithms.

I. INTRODUCTION

Advanced data acquisition techniques have been increas-

ingly utilized in mobile environment for data collection. A

probe taxi system is representative for ubiquitous data col-

lection, which uses moving taxis as sensors. The large-scale

available trace data collected through such systems provide

us with more opportunities to discover useful transportation

patterns. These patterns can in turn provide decision-making

support for some real-time applications, such as optimal route

recommendation for taxi drivers.

Recommendation systems aim at addressing information

overloaded problems by identifying personal interests and

providing personalized services. This problem has drawn great

attention from researchers and academics [1–6]. The research

focuses of past were mainly on tourist guide. The work in

[1] builds a tour guide prototypes by utilizing user’s current

location and a history of past locations. However, these algo-

rithms are not suitable for large-scale traces in transportation

field. In [7], optimal routes are computed by limiting the length

of routes in order to decrease computation complexity. This

method has many limitations. First, optimal routes computed

by such method may not be overall optimal because the

computation is made by considering short-term reward, rather

than long-term reward. Second, some experienced taxi drivers

are likely to wait at some locations during particular time

periods in reality, which is not taken into consideration.

In this paper, we present our study focused on pattern

extraction from large-scale trace data which were collected by

a probe taxi system in Shanghai, China. Based on the extracted

patterns, we develop a smart recommendation system which

presents taxi drivers optimal driving routes. When dealing with

optimal route recommendation, there are two challenges: i)

how to depict the dynamic nature of the problem and ii) how to

decrease computation complexity. To tackle the first challenge,

useful transportation patterns need to be extracted from the

trace data. After the extraction of these patterns, we utilize

Markov Decision Process (MDP) to model the taxi optimal

route problem. As for the second challenge, computation

complexity can be decreased by dynamic programming based

on the MDP model. We utilize policy iteration method to

compute optimal route in our experiments.

Experiments were extensively conducted on real trace data.

The results show that our proposed MDP method outperforms

LCP method and RS (Random Select) method with a sig-

nificant margin. Moreover, we demonstrate that computation

complexity of our method is theoretically much lower than

other two methods. Our main contributions are:

• Based on large-scale data analasis, we define the opti-

mal drive route selection problem to maximize long-run

revenue.

• We employ the MDP framework to compute the optimal

policy for route selection.

• Extensive trace driven simulations have been performed

and comparitive study has been conducted.

The rest of the paper is organized as follows. Section II

formulates the problem. Section III presents system model.

Section IV describes data analysis. Section V illustrates per-

formance evaluation results. We conclude the paper in section

VI.

II. PROBLEM FORMULATION

In this section, we first give an illustration of the problem

and then present the definition of Mobile Optimal Route

(MOR) problem.

For taxi drivers, the places where passengers get on taxis

are called pick-up points. When a taxi is vacant, the driver

needs to get next passenger as quick as possible. For this

purpose, the driver should select a place as a potential pick-

up point. What kind of strategies would the driver like to take

when there are many candidate pick-up points? Selecting by

experiences may be of value for experienced drivers, but may
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Fig. 1. An illustration of route selection

lead to poor performance and is not suitable for freshmen.

Choosing randomly is simple, but not optimal. Is there a smart

strategy for taxi drivers?

Statistics generated from the analysis of large-scale trace

data in our experiments have shown that there exist pick-up

points where taxi driver are more likely to take passengers.

The degree of likeliness is called success probabilities. These

transportation patterns are useful for optimal route recommen-

dation.

An illustration of the problem we are going to address is

shown in Fig. 1. There are four potential pick-up points X1,

X2, X3 and X4 with their corresponding success probabilities

45%, 60%, 50% and 50%, respectively. If the driver makes

decision only in terms of success probabilities of pick-up

points, then X2 is chosen as the target. However, this strategy

neglects the success probabilities of the routes and does not

take into account the possibility that the driver may fail at X2.

In other words, the driver should consider long-term revenue

rather than short-term one. When the driver selects a potential

pick-up point as his driving target, many driving routes are

available for him to choose. In practice, route with minimal

driving time cost can be chosen. When the number of pick-up

points is large, there are a large number of candidate routes.

How to select an optimal route from the candidate routes is

important and challenging.

From data analysis we also find that some taxi drivers

have longer daily driving distances(larger than 550 km) and

higher occupancy(larger than 0.7) rate. This is shown in Fig.

2. These high-performance drivers knows the time-dependent

distribution of pick-up points. We extract these useful trans-

portation patterns and recommend optimal driving routes for

unexperienced drivers.

Assume that the set of pick-up points is finite, denoted

by X = {X1, X2, · · · , XN}. The set of success probabilities

for each pick-up point, P = {P (X1), P (X2), · · · , P (XN )},

is available, where 0 ≤ P (Xi) ≤ 1 is assumed to be

independently distributed. The success probabilities for road

segments is denoted by P (ri)(1 ≤ i ≤ l). The set of choices

that a driver can make at a pick-up point is defined by

A = {Waiting, Moving to one of next pick−up points}.

The number of choices is dependent on the current pick-

(a) Distribution of driving distances

(b) Distribution of occupancy rates

Fig. 2. Distribution of daily driving distances and occupancy rates for taxi
drivers

up point. Since the number of pick-up points is finite, the

transition probabilities between pick-up points when a choice

is made can be obtained, denoted by Pij = Pr(P (Xj |Xi, a)).
A choice made at a pick-up point has a cost Cij and an ex-

pected reward Rij ; the Potential Expected Revenue(PER) can

be computed by a function, denoted by F (P, Pij , Cij , Rij),
when making a choice.

Based on the definitions and notations described above,

the Mobile Optimal Route (MOR) problem can be formally

defined as:

Definition 1: MOR Problem

Given: A set of potential pick-up points X with |X| = N , a

set of success probabilities for pick-up points P (Xi), success

probabilities for road segments P (ri), transition probabilities

Pij , costs Cij , expected rewards Rij , and a taxi driver who

needs to choose an optimal route.

Objective: Finding an optimal route R for the taxi driver. The

goal is to maximize the PER.

The computational complexity of MOR for BR (Brute

Force) method was proven in [7]:

Lemma 1: Given a set of pick-up points X , where |X| =
N , and Cox(F ) = 1, the complexity of searching an optimal

driving route is O(N !).

III. SYSTEM MODEL

In this section, we first present probability analysis and then

utilize Markov Decision process as our problem model.

A. Probability Analysis

As mentioned in Section II, taxi drivers should take into

consideration success probabilities of pick-up points, success

probabilities of road segments, driving costs, and expected
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reward when selecting potential pick-up points. Suppose that

the driver select Xk as the next potential pick-up point. Let

S be the event that a driver take a passenger along a route

toward Xk or waiting at Xk for a while. Assume that a route

is connected by l road segments, then we have

S = S1 + S2 + · · · + Sl + Sl+1 (1)

where Si for i = 1, 2, · · · , l is the event that the drive takes

a passenger at road segment ri, and Sl+1 is the event that

happens at the potential pick-up point. Let pi be the success

probabilities at each road segment for i = 1, 2, · · · , l and

P (Xk) be the success probability at the potential pick-up point

Xk for i = l + 1. Then

P (Si) =































p1 i = 1

pi

i−1
∏

j=1

(1 − pj) i = 2, 3, · · · , l

P (Xk)

l
∏

j=1

(1 − pj) i = l + 1

(2)

From Equation (2), the event probability that a driver takes

a passenger along the route toward Xk or waiting for a while

at the pick-up point Xk is calculated

P (S) = 1 − P (S1 + S2 + · · · + Sl + Sl+1)

= 1 − (1 − P (Xk))
l

∏

i=1

(1 − pi)
(3)

Let ti be the driving time from the start point to road

segment ri and Td be the driving time along the route. Then

we have

E[Td|S] =
l

∑

i=1

tiP (Td = ti|S) (4)

P (Td = ti|S) is given by

P (Td = ti|S) =

{

P (Si)/P (S) i = 1, 2, · · · , l − 1
P (Sl)+P (Xk)

P (S) i = l
(5)

Let W be the event that the driver waits at pick-up point

Xk. The probability for event W is

P (W ) =
l

∏

i=1

(1 − pi) (6)

In order to simplify the computation of driving time, we set

a fix value tw for waiting time at the pick-up point. Then the

total expected time is given by

E[T |S] = E[Td|S] + E[Tw|S]

=

l
∑

i=1

tiP (Si) + tlP (Sl+1) + P (W )tw

P (S)

(7)

Fig. 3. An MDP model describing the optimal route problem

Let Rd and Rw be the reward obtained along the route

and at the pick-up point, respectively. For the same reason

of simplicity, we set a fixed value for Rd. Then the expected

reward E[R|S] is

E[R|S] =
l

∑

i=1

P (Si)Rd + P (W )Rw (8)

B. MDP Model

In some situations where sequential decision-making is

needed under uncertainty, such as optimal route selection, it is

appropriate to deploy Markov Decision Process (MDP) model.

Bellman et al. first studied the MDP in his seminal work [8].

MDP is defined by a four-tuple (X, A, P (y|x, a), R(x, a)),
where X is a set of states, A is a set of actions, P (y|x, a) is the

probability of transitioning from state x ∈ X to state y ∈ X
when action a ∈ A(x) is taken, and R(x, a) is the revenue

obtained when action a ∈ A(x) is taken in state x ∈ X .

The core of MDP is to find an optimal policy for the

decision maker: a function that specifies the action π(x) that

the decision maker will choose when in state x. A policy is

said to be optimal if it maximizes the overall expected revenue.

MDP is an appropriate model for our MOR problem:

1) X corresponds with the set of pick-up points.

2) A is the set of available choices at a pick-up point.

3) P (y|x, a) is the transition probability from a specific

pick-up point to another point when a choice is made.

4) R(x,a) is Potential Expected Revenue(PER) computed

from cost and reward.

The system model for MOR problem is is shown in Fig.3.

Let us denote the state at stage t ∈ {0, 1, · · · } as xt and the

action chosen at that stage as at. Let Π be the set of policies.

Each policy, π = {πt, t = 0, 1, · · · }, is a mapping from X to

A, πt : X → A. For a given initial state x ∈ X , the expected

total discounted reward (ETDR) for a policy is

V π(x) = E

[

∞
∑

t=0

βtR(xt, πt(xt))|x0 = x

]

(9)

Where 0 < β ≤ 1 is the discount factor. The number of

policies in the set Π is huge, so the goal of MDP is to find an

optimal policy among them that maximizes ETDR. According

to Equation (1), the optimal value for a given state x ∈ X is

given by

3301



V ∗(x) = sup
π∈Π

V π(x) (10)

The corresponding optimal policy yielding that optimal

value is denoted by π∗, where

V ∗(x) = V π∗

(x), x ∈ X (11)

In order to find an optimal policy, we denote the optimal

one-step reward value for state x ∈ X in stage i by

V ∗

i (x) = sup
π∈Π

V π
i (x) (12)

Where V π
i (x) is the one-step reward value for policy π for

state x in stage i, which is defined by

V ∗

i (x) = E

[

∞
∑

t=i

βt−iR(xi, πi(xi))|xi = x

]

(13)

i = 0, 1, · · · .According to Bellman Optimality Principle, V ∗

i

can be written recursively as follows

V ∗

i (x) = sup
a∈A(x)







R(x, a) + β
∑

y∈X

P (y|x, a)V ∗

i+1(y)







(14)

For all x ∈ X and i = 0, 1, · · · .

For infinite-horizon MDP problem, there may not be an

optimal policy. The conditions under which an optimal policy

exists were proven by Puterman [9].

Lemma 2: If the state space of X is discrete and one of the

following conditions is satisfied:

1) A(x) is finite for all x ∈ X;

2) A(x) is compact for all x ∈ X , R(x, a) is continuous

on a ∈ A(x) and P (y|x, a) is continuous on a ∈ A(x)
for x, y ∈ X;

3) A(x) is compact for all x ∈ X , R(x, a) is upper semi-

continuous on a ∈ A(x) and P (y|x, a) is lower semi-

continuous on a ∈ A(x) for x, y ∈ X;

Then there exists an optimal stationary policy.

In the MOR problem, the action set for all x ∈ X is finite, so

there exists an optimal policy for all x ∈ X . The techniques

used to determine optimal policy are based on analysis of

Equation (14), which utilizes iteration to compute optimal

value and determine optimal policy.

We make an assumption that success probabilities maintain

constant in a period of an hour. Therefore, an optimal policy

obtained from last hour will not be effective at current period.

A new optimal policy should be computed according to new

success probabilities and costs.

Fig. 4. Distribution of pick-up points for a district between 3:00-4:00 PM
on Aug. 15, 2006. Circles represent the potential pick-up points.

IV. ANALYZING TRACES

A. Real Traces

The trace data are the trajectories of approximately 4000

taxis operating around 240 days collected in Shanghai, China

by a probe taxi system. The total data size is about 80GB.

There are many outliers in the trace data due to many

reasons, such as the failure of GPS devices, communication

interferences. Trace data that violate any of the following rules

are regarded as outliers, and should be filtered out in the

experiments.

1) Status field is always ones or zeros.

2) The maximum instantaneous speed is over 120 km/h.

3) The longitude and latitude is out of the range of Shang-

hai, China.

4) The daily driving distance for a taxi driver is less than

100 km or larger than 1000 km.

B. Patterns Extraction

In this subsection we describe the approaches used to extract

useful transportation patterns from the traces data.

1) Pick-up Points: In reality, there always exist some places

where more people are likely to take taxis. From the trace data,

the points where passengers get on taxis can be extracted.

By observing the distribution of these points, we discover

that some points are within a certain area. Therefore, proper

clustering approaches, such as based on driving distance or

Euclidean distance, are applied to organize these points into

N clusters. The centroid points of these clusters will be used

to represent these pick-up points. Note that the distribution of

these pick-up points is changing over time. We also assume

that the distribution of pick-up points maintain constant in a

period of an hour. Fig. 4 shows the pick-up points distribution

between 3:00-4:00 PM on Aug. 15, 2006.

2) Success Probability: After pick-up points have been

extracted from the trace data, success probabilities of these

pick-up points can be computed. Each pick-up point has a

coverage area which is determined by its radius r. We count

the number of empty taxis that passed through a pick-up point

area, denoted by Ne, and the number of pick-up events that
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Fig. 5. An illustration for choices and transition probability

Fig. 6. Driving time between two pick-up points is dynamic during a day,
which is more conformable to the reality than constant distance metric.

happened at the pick-up point in a given time limit, denoted

by No. Success probability is obtained by performing the

division operation No/Ne. Success probability is influenced

by radius. With larger radius the success probability is higher.

In the experiments, we change the value of radius to observe

its effects on success probabilities. Success probabilities are

dynamic, changing over time.

Due to the lack of sufficient trace data, success probabilities

for road segments can not be extracted directly. However, there

are many information that can be used to infer the success

probabilities for road segments. Road level is an important

information. For example, success probabilities for level 0 or

level 1 (main roads or highways) is lower compared with level

2 or level 3 roads. We also assume that roads within proximity

have the same success probabilities.

3) Choices and Transition Probabilities: The number of

choices depends on the pick-up point. If we consider a pick-

up point as node in a graph, the number of choices equals the

degree of the node plus one. This is illustrated in Fig. 5. For

example, A has three neighbors, so the number of choices at

A is four, waiting or moving to one of three neighbors.

The transition probability is deterministic when the choice

is made. In other words, the next pick-up point is definitely

determined by the choice made at current pick-up point. For

example, in Fig. 5, when waiting choice is made at A, then the

transition probability P (Xi+1 = A|Xi = A,Waiting) = 1,

and other transition probabilities are zero.

4) Costs and Rewards: The driving cost between adjacent

pick-up points can be measured by different metrics, such

as Euclidean distance, driving distance, or driving time. We

utilize driving time as the cost metric, because driving time is

dynamic over time, which is more conformable to the reality.

Driving time between adjacent pick-up points is computed

during different time periods, which is shown in Fig. 6.

TABLE I
COMPUTATION COMPLEXITY COMPARISON

Method Complexity Description

MDP O(MN2) L:length of routes

LCP O(NL) M :number of actions

BR O(N !) N :number of states

As for waiting time, we set a fixed value in order to simplify

the model. In the experiments, we set waiting time to 2min,

5min, 8min and 10min to observe its effects. The reward at a

pick-up point is also expressed by time. Money is often used

as measure of reward in reality. If the duration of a trip is

longer, the driver will often earn more money with exception

for some unusual conditions, such as traffic jams. In trace data,

distribution of trip durations starting at a pick-up point can be

calculated.

V. PERFORMANCE EVALUATION

This section presents our evaluation setup, and illustrates

the results.

A. Experiment Setting

We used real-world taxi traces in the experiments, which

are gathered in Shanghai, China. There are many outliers in

the traces. After the elimination of outliers, the traces contain

more than 1200 taxis running about 126 days.

All the experiments were conducted on a Windows XP with

Intel Core i3 and 4GB RAM. The raw data were processed

by programming C# in Microsoft Visual Studio 2008. The

MDP optimal policy computation and policies evaluation were

carried out by using Markov Decision Process (MDP) Toolbox

for Matlab written by Kevin Murphy [10] in Matalab2008a.

B. Compared Algorithms

We propose a new metric incorporating success probability,

cost, and reward, namely Potential Expected Revenue(PER).

Suppose current pick-up point is Xi, PER for a choice moving

to pick-up point Xj is defined as:

PERij = P (S) ∗ (E[R|S] − E[T |S]) (15)

Here P (S) is the expected success probability when driving

toward Xj along a route or waiting for a while at Xj , E[R|S]
is the expected reward measured in time for selecting Xj as

the potential pick-up point, and E[T |S] is the expected driving

time cost from Xi to Xj . In terms of the defined metric, we

compare three methods used to compute optimal routes:

• MDP is our proposed method.

• LCP is an algorithm used to compute optimal route

proposed in [7].

• RS (Random Select) method randomly generates a policy.

The PER of RS is the average of 200,000 randomly

generated policies.

By the definition of Lemma 1, we know that MOR problem

is a combinatorial problem in nature. BS(Brute Force) method

for computing the optimal route has to check all the possible

routes. In [7], the problem is simplified by constraining the
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(a) time period=8:00-9:00 AM
waiting time=2min

(b) time period=5:00-6:00 PM
waiting time=8min

Fig. 7. Comparison of PER

(a) PER w.r.t. radius (b) PER w.r.t. waiting time

Fig. 8. Comparison of PER with regard to different pick-up point radius and
waiting time

length of the route in order to decrease computation com-

plexity. Our proposed MDP method utilizes policy iteration

to compute the optimal route. The computation complexity

of policy iteration algorith was proved to be polynomial in

[11]. The theoretical computation complexities are compared

in Table I.

C. Evaluation Results

The PER computed by three methods are shown in Fig.

7. MDP method outperforms LCP and RS methods by more

than about 25% and 50%, respectively. Experiment results also

confirm our analysis mentioned in Section I that the route

computed by LCP method is not globally optimal. We get

similar results when changing the time period. Due to the

space limitation, we do not draw these experiments results.

Success probabilities of pick-up points are influenced by

the radius r. We change the value of radius to observe its

effects on PER. Our MDP method also outperforms other two

methods. The similar result is obtained when we evaluate the

impacts of waiting time. This is shown in Fig. 8.

VI. CONCLUSION

Large-scale trace data provide us with opportunities to

extract useful transportation patterns and utilize these patterns

to improve efficiencies. For this purpose, we develop a smart

driving route recommendation system based on transportation

patterns extracted from the trace data of taxi drivers. To

develop the system, we first formalize the Mobile Optimal

Route (MOR) problem and constructed a metric Potential

Expected Revenue(PER) for evaluating each candidate routes.

We employ Markov Decision Process to model MOR problem

and utilize policy iteration method to compute optimal route.

The experiment results show that our method outperforms

other two methods in terms of the long-run expected reward.

In the experiments, we change different parameters to evaluate

the three methods, such as waiting time, radius, and time

period.
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